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On a Converse theorem for Finite-time Lyapunov
Functions to Estimate Domains of Attraction

Ayush Pandey Aaron D. Ames

Abstract—The main result of the paper is a new converse theo-
rem for finite-time Lyapunov functions. We show the existence of
a finite-time Lyapunov function for an autonomous continuous-
time nonlinear dynamical system if the origin of the system
is asymptotically stable. Our proof extends the recent results
in finite-time Lyapunov function theory by providing an alter-
native converse proof for the existence of finite-time Lyapunov
functions. In particular, we show that given asymptotic stability
of the origin, the linearized dynamics satisfy global finite-
time Lyapunov function conditions hence proving the converse
theorem. Using our results, we present a consolidated theory
for using and constructing Lyapunov functions to certify system
stability properties. We also propose a constructive algorithm
to efficiently compute non-conservative estimates of the domain
of attraction for nonlinear dynamical systems.

I. INTRODUCTION

The classical way of showing the existence of Lyapunov
functions is due to Massera [1], where integration of system
solutions are used to construct a Lyapunov function (LF)
that certifies the stability properties of the equilibrium point.
Given a certain condition on the convergence of system
trajectories to the equilibrium point, we can show the
existence of a LF to prove the converse Lyapunov theorem.
The Massera-type LF is constructed by a semi-definite
integral of an appropriately chosen positive definite function
of the norm of the system solutions. However, there is no
clear choice or a constructive method to find this function
so that the integral converges and gives a valid LF. Hence,
for general nonlinear systems dynamics, it is difficult to
explicitly construct a LF [2]. As a result, there has been
continued interest in synthesizing LFs and developing
converse results in the Lyapunov stability theory. The reader
is referred to the papers [3] and [4] for a good survey of
existing converse results.

It is important to have converse LF results that can be
used to constructively compute LFs. Such results would not
only result in efficient computations of stability properties
and design of controllers but also for computing an estimate
of the domain of attraction of an equilibrium that has many
engineering applications. However, the existing constructive
approaches face various challenges such as — relying on
complex candidate LFs that are developed for polynomial [5],
rational [6], or quadratic [7] systems; involving state-space
partitions or transformations that often face scalability
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issues [8]; formulating the problem as a complex and large
optimization problem [9] that is computationally inefficient
even for simple system dynamics. As a step towards an
analytical approach to address these issues, it has been
shown recently in [10] that finite-time Lyapunov functions
(FTLF) could be used to give a computationally efficient
constructive approach to compute LFs.

A FTLF is a relaxation of the classical LFs originally
proposed in [11]. FTLFs have been shown to be particularly
important for stability theory of discrete-time [12]–[14] and
time-variant nonlinear systems [11], [15]. The decrescent
condition in the classical Lyapunov theory can be viewed
as an infinitesimal version of the decrescent condition in
the FTLF theory. The FTLF theory can be used to provide
constructive algorithms to compute a classical LF efficiently.
Due to these advantages and relaxations, FTLFs have been
used for various applications such as domain of attraction
estimate [10] and simpler stability certificates [16] for
complicated systems.

In this paper, we build upon and extend the recent
results in [10] to prove the existence of a FTLF given
asymptotic stability of the equilibrium. In [10], the converse
theorem is directly proved for the nonlinear system using
FTLF properties and a Massera-type construction. We take
a different approach by proving the existence of a global
FTLF for the linearization of a nonlinear system to prove the
same converse theorem. We highlight the implications of this
proof by presenting a consolidated theory that connects our
results with the results in [10] to give a simplified approach
to constructively compute LFs. We also develop a numerical
approximation based algorithm to give a computational
implementation that can be used to compute the domain of
attraction estimates for general nonlinear systems.

The paper is organized into five sections. We will
discuss some preliminary topics in the next section that
are important to prove the main results in Section III.
Using these results, we will present a simple computational
procedure to estimate the domain of attraction for general
continuous-time nonlinear dynamical systems in Section IV.
Finally, in Section V, we will consider a biologically relevant
system of a bistable toggle switch and use our results to
estimate the domains of attraction for its asymptotically
stable equilibrium points.
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II. PRELIMINARIES

We consider an autonomous nonlinear dynamical system
described by ordinary differential equations where x ∈
E ⊂ Rn denotes the system state vector, where E is an
open connected subset of Rn that contains the origin. The
dynamics are given by

ẋ = f(x) (1)

for a locally Lipschitz function f : E ⊂ Rn → Rn and
initial conditions x(0) ∈ E. Without loss of generality, we
assume that the system has an equilibrium point at the origin
denoted by x∗ = 0, i.e. f(x∗) = 0. The local Lipschitz
continuity of f gives us that the solution x(t) exists and
is unique for a finite time interval. We further assume that
the solutions exist for all t ≥ 0. See [17, Corollary 2.5] for
the sufficient smoothness conditions that are needed on f
for this assumption to hold. We also have that the solutions
depend continuously on the initial condition x(0), i.e., x(t)
is a continuous function of x(0) over any finite time interval.
See [18, Theorem 3.4] for a proof and related discussion.
We now give some notation and definitions that will be
important in deriving the results in this paper.

Definition 1. The logarithmic norm [19] of a matrix A is a
real valued functional given by

µ(A) = lim
h→0+

‖I + hA‖ − 1

h
(2)

where ‖.‖ is any vector norm.

Remark. An important property of the logarithmic norm
that holds for all t ≥ 0 is given below:∥∥eAt∥∥ ≤ eµ(A)t. (3)

Recall that a set S ⊆ Rn is called a proper set if it is
compact and contains the equilibrium point in its interior,
i.e., x∗ = 0 ∈ int(S).

Definition 2. A proper set S ⊆ Rn is called an invariant
set with respect to the solution flow ϕt of system (1) if
ϕt(S) ⊂ S, i.e., ϕt(x) ∈ S for all x(t) ∈ S and all t ≥ 0.
Further, for a given positive, real scalar d and a proper set
S ⊂ Rn, if ϕt+d(x) ∈ S for all x(t) ∈ S and all t ≥ 0,
then S is called a d-invariant set for the system (1).

Recall that a continuous function α : [0, a) → [0,∞), is of
class K if it is strictly increasing and α(0) = 0. Similarly,
a continuous function α : [0, a)→ [0,∞) is of class K∞ if
it is strictly increasing, α(0) = 0, and limr→∞ α(r) = ∞.
Further, a continuous function β : [0, a)× [0,∞)→ [0,∞)
is of class KL if, for each fixed t ∈ [0,∞), β(s, t) is of
class K with respect to s and, for each fixed s ∈ [0, a), we
have

lim
t→∞

β(s, t) = 0.

Lemma 1. An equilibrium point x∗ = 0 of ẋ = f(x) is KL-
stable if there exists an a ∈ R>0 and a class KL function
β : [0, a)× [0,∞)→ [0,∞) such that

‖x(0)‖ ≤ a ⇒ ‖x(t)‖ ≤ β (‖x(0)‖ , t) . (4)

This notion of stability leads to the “modern” statement of
Lyapunov theorem in terms of class K and KL functions.

Theorem 1. For the system in (1) and a continuously
differentiable function V : E → Rn, if the following
conditions are satisfied for all x ∈ E:

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖) (5)

V̇ (x) ≤ −α3(‖x‖) (6)

for αi ∈ K∞, i = 1, 2, 3, then x∗ = 0 is KL-stable.
Moreover,

‖x(t)‖ ≤ α−1
1 β(α2(‖x(0)‖ , t)) (7)

for all t ≥ 0 and x(0) ∈ E, where β ∈ KL is the solution
to the following initial value problem:

ẏ = −α3(α−1
2 (y)), y(0) = V (x(0)). (8)

The converse of this results is given next.

Theorem 2. For the system in (1) with E = Br(0), a ball
of radius r > 0 around the origin, if the equilibrium point
x∗ = 0 ∈ E is KL-stable for all x(0) ∈ E, i.e.,

‖x(t)‖ ≤ β(‖x(0)‖ , t) (9)

then, there exist class K functions αi, i = 1, 2, 3, r0 > 0,
and a LF V : Br0(0)→ R satisfying equations (5) and (6).

The proofs of these two theorems can be found in any
standard textbook on Lyapunov theory [17], [18] along with
other versions of the converse Lyapunov theorem. From [20],
the following lemma will be integral for our results in this
paper:

Lemma 2. For each class KL-function β and each number
λ ∈ R≥0, there exists a φ ∈ K∞, such that

β(s, t) ≤ φ(s)e−λt (10)

Finally, we define a finite-time Lyapunov function as given
in [10] before proceeding to the main results that prove
system stability properties using FTLFs.

Definition 3. A continuous function V : Rn → R≥0 is
called a finite-time Lyapunov function if for a real scalar
d > 0 for which the proper set S ⊂ Rn is d-invariant we
have that

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖) (11)

V (x(t+ d))− V (x(t)) ≤ −γ(‖x‖) (12)

for all x(t) with x(0) ∈ S for all t ≥ 0 where α1, α2 ∈ K∞
and γ ∈ K.

As given in [10], in order for equation (12) to be well
defined, it is assumed that there exists no finite escape time
in the interval [0, d] for all t ≥ 0.



III. RESULTS

We will present the main results of this paper in this section.
To build up to these results, we will need the following
lemma,

Lemma 3 (Lemma 2.1 [10]). The FTLF decrease condition
in equation (12) is equivalent to

V (x(t+ d))− ρ(V (x(t)) ≤ 0 (13)

for all t ≥ 0 and for all x(t) with x(0) ∈ S, where ρ :
R≥0 → R≥0 is a continuous positive definite function that
is less than the identity function, ρ < id and ρ(0) = 0.

This equivalent condition will be important in our converse
results later. We will also need the following definition:

Definition 4. A function V (x) = ‖x‖ is a global FTLF for
the linearized system ẋ = Ax if we have

•
∥∥eAd∥∥ < 1

• edµ(A) − 1 = −ζ, for a ζ ∈ R>0 and d > 0.

Before going into our results, we summarize the results
of [10] next. The result in [10, Theorem 2.1] shows that if
there exists a FTLF as given in Definition 3 satisfying (11)
and (12) and a proper d-invariant set S for system (1), then
the equilibrium point x∗ = 0 is KL-stable in S. We further
have the following from [10, Theorem 4.1].

Theorem 3. If V (x) = ‖x‖ is a global FTLF for the
linearization ẋ = Ax of the system (1), then the following
statements hold

• There exists a d-invariant set S for which V (x) is a
FTLF for the system (1).

• There exists a set A ⊆ S for which

W (x) =

∫ d

0

V (x+ τf(x))dτ (14)

is a LF for system (1).

Building on these results, we give the main result of this
paper in the following theorem that shows that the KL-
stability of the equilibrium point for the system (1) implies
global FTLF properties hold for the linearization.

Theorem 4. If the equilibrium point x∗ = 0 for (1) is KL-
stable in some invariant proper subset of Rn, S, then there
exists a LF V (x) = ‖x‖ and a d > 0 that certifies the
global FTLF properties for ẋ = Ax. Therefore, there exists
a d-invariant set S for which V (x) = ‖x‖ is a FTLF for
system (1).

Before proving this result, we review standard constructions
on linearizing a nonlinear system [18]. For the system in (1),
we have ẋ = f(x) where f : E → Rn with E ⊂ Rn and
x∗ = 0 ∈ E is an equilibrium point. Consider a ball Br(0) =
{x ∈ E : ‖x‖ < r} and define the function zi(s) := fi(sx)
for x ∈ Br(0) and s ∈ [0, 1], where fi is the ith component

of the system dynamics f . Using the mean value theorem,
we can write

fi(x) = zi(1)− zi(0) =

∫ 1

0

d

dt
(zi(τ))dτ.

Using chain rule, we get

fi(x) =

(∫ 1

0

dfi(τx)

dx
dτ

)
x

∆
=

∫ 1

0

Dfi(τx)xdτ

Since we need to prove global FTLF properties of the
linearized system, we introduce the linearized dynamics
(A = Df(0)) by writing

ẋ = f(x) = Df(0)x+

((∫ 1

0

Df(τx)dτ

)
−Df(0)

)
x.

(15)
Now, define the second term in equation (15) as

g(x) :=

((∫ 1

0

Df(τx)dτ

)
−Df(0)

)
x (16)

to write ẋ = Ax + g(x) where A = Df(0). We now have
the necessary background in which to prove the main result.

Proof. To solve for x(d) we multiply e−Ad to the decom-
position ẋ = Ax+ g(x) and get,

e−Adẋ(d)− eAdAx(d) = e−Adg(x(d)).

Using chain rule and integrating with appropriate limits, we
obtain,

x(d) = eAdx(0) +

∫ d

0

e(d−τ)Ag(x(τ))dτ. (17)

Taking any norm and using the norm properties, we get an
upper bound

‖x(d)‖ ≤
∥∥eAd∥∥ ‖x(0)‖+

∫ d

0

∥∥∥e(d−τ)Ag(x(τ))
∥∥∥ dτ.

For the remainder term defined in equation (16) we can
write,

lim
x→0

‖g(x)‖
‖x‖

≤
∥∥∥∥(∫ 1

0

Df(τx)dτ

)
−Df(0)

∥∥∥∥ (18)

=

∥∥∥∥ lim
x→0

(∫ 1

0

Df(τx)dτ

)
−Df(0)

∥∥∥∥ = 0.

(19)

Hence, for any N > 0, there exists an r > 0 such that
‖g(x)‖ ≤ N ‖x‖ for x ∈ Br(0). Using this bound and the
Gronwall-Bellman lemma [21, p. 56] we get

‖x(d))‖ ≤
∥∥eAd∥∥ ‖x(0)‖ eN

∫ d
0 ‖e(d−τ)A‖dτ

≤
∥∥eAd∥∥ ‖x(0)‖ eN

∫ d
0
e(d−τ)µ(A)

dτ

≤ ‖x(0)‖ edµ(A)+N edµ(A)−1
µA

where we used the property of log-norm given in equa-
tion (3) to obtain the last inequality. Choose V (x) = ‖x‖ to
write,

V (x(d)) ≤ edµ(A)+N edµ(A)−1
µA V (x(0)). (20)



Define ρ := edµ(A)+N edµ(A)−1
µA to write

V (x(d))− ρ(V (x(0))) ≤ 0, (21)

clearly the function ρ is a continuous positive definite
function. From the theorem statement, we know that the
system trajectories are KL-stable, hence we have,

‖x(d)‖ ≤ β (‖x(0)‖ , d) .

Using Lemma 2 with some λ ∈ R≥0 we obtain

0 ≤ V (x(d)) ≤ β (V (x(0)), d) ≤ φ(V (x(0)))e−λd.

Define a function η(s) = φ(s)e−λd and simplify further to
write

V (x(d))− η(V (x(0)) ≤ 0

Observe that η < id since a λ > 0 can always be chosen
such that there is a function φ that gives η(s) = φ(s)e−λd <
id. Comparing with equation (21), we have that

dµ(A) +N
edµ(A) − 1

µ(A)
< 0 (22)

to ensure that ρ < id. Consider the case when µ(A) > 0,
on simplifying the expression in equation (22) we have that

edµ(A) − 1 < −dµ(A)2

N
,

which is a contradiction. Hence, we have that µ(A) < 0.
Thus, on using the log-norm property from equation (3), we
get ∥∥eAd∥∥ ≤ edµ(A) < 1. (23)

On simplifying the expression in equation (22) we get

0 < −
(
edµ(A) − 1

)
<
dµ(A)2

N

hence there exists a ζ ∈ R>0 such that

edµ(A) − 1 = −ζ.

So, we have that V (x) is a global FTLF for the linearization.
To complete the proof, recall from Theorem 3 that global
FTLF for the linearization implies the existence of FTLF
for the nonlinear system (1). Hence, we have shown that
given KL-stability for an equilibrium point, there exists a
global FTLF for the linearization and hence a FTLF for the
nonlinear system, V (x) = ‖x‖.

Remark. Note that the converse result that KL-stability
implies the existence of a FTLF has been shown in [10]
in Theorem 2.2 and Lemma 2.2 therein. Although we
essentially prove the same result, the proof is different
since we first prove that KL-stability implies global FTLF
properties hold for the linearization which is then utilized to
prove the converse result. In terms of proof technique, the
second part of the proof is different. The implications of this
proof approach will be discussed further as we connect our
results with the results in [10] to give a consolidated theorem
next. The approach would also simplify the computational
procedure as discussed in the next section.

In classical Lyapunov theory, we have that the following
statements are equivalent (given all the assumptions made
for system (1) and other conditions in Theorem 1 and 2).
(E1) The system (1) is KL-stable.
(E2) For (1), there exists a LF, V (x) that satisfies (5) and

the decrescent condition (6).
(E3) The linearization of (1) given by ẋ = Df(0)x is

globally exponentially stable and there exists a LF and
a norm ‖·‖, V (x) = ‖x‖ that certifies it.

See [18] or any other standard textbook on Lyapunov theory
for proofs. Similar to the results for the classical Lyapunov
theory, we have the analogous results for finite-time Lya-
punov functions and the KL-stability of system (1) that we
can now summarize using all of the results above in the
following theorem.

Theorem 5. The following statements are equivalent
(F1) The system (1) is KL-stable.
(F2) There exists a d-invariant set S for which V (x) = ‖x‖

is a FTLF for system (1).
(F3) For the linearization of (1) given by ẋ = Ax, there

exists a global FTLF, V (x) = ‖x‖ and d > 0 as
given in Definition 4.

(F4) There exists a LF W (x) for system (1) that satisfies
equations (5) and (6) given by equation (14).

Proof. (F1) implies (F2) from Theorem 4 and (F2) implies
(F1) from [10, Theorem 2.1]. (F3) implies (F2) from The-
orem 3. The proof for Theorem 4 also gives us that (F1)
implies (F3). Hence, (F1), (F2), and (F3) are equivalent.
Finally, (F1) and (F4) are equivalent and (F3) implies (F4)
by Theorems 1, 2, and 3 respectively.

Clearly, from the above results we can also see that state-
ments (E1)-(E3) and (F1)-(F4) are all equivalent. Note that
the equivalence between (E2) and (F2) can also be proven
using the approach in [22, Theorem 11].

IV. DOA COMPUTATION

We begin by discussing a constructive method that can
give an estimate of the domain of attraction (DOA) based
on direct linearization of the system dynamics around the
equilibrium points.

A. DOA estimation using linearization

Using the continuous-time Lyapunov equation for the lin-
earized dynamics (A = Df(0)), ATP + PA = −Q,
P = PT � 0, Q = QT � 0, we can always constructively
find a LF V (x) = xTPx. From the classical converse
Lyapunov theorem, we have that the same LF is valid
locally for the nonlinear dynamics as well. Hence, using
the decomposition from equation (15), we can write

V̇ ≤ −xTQx+ 2xTPg (24)

for the time-derivative of the LF. Using equation (19) and
the Cauchy-Schwarz inequality, we can write

xTPg(x) ≤ Nλmax(P ) ‖x‖2 . (25)



Substituting, we get

V̇ (x) ≤ −(λmin(Q)− 2Nλmax(P )) ‖x‖2 , (26)

for all ‖x‖ < r. To ensure that V̇ is negative, we get the
following estimate for the DOA,

N = max
‖x‖<r

∥∥∥∥∫ 1

0

(D(f(τx)−Df(0))x) dτ

∥∥∥∥ < λmin(Q)

2λmax(P )
,

(27)
i.e. we can solve the above inequality to find an estimate
for r for x ∈ Br(0). Therefore, Br(0) is an estimate of
the DOA. As expected, this method gives conservative DOA
estimates. We will demonstrate this fact for an example in
the next section. For non-conservative estimates, it has been
shown that there are various other methods that depend on
solving an optimization problem. Hence, algorithms based
on these methods tend to be computationally inefficient even
for simple system dynamics since the validity regions of
the LF are computed a posteriori to the construction of the
LF. Our method aims to provide the best of both worlds
i.e. it provides a constructive approach to compute non-
conservative DOA estimates while being computationally
efficient.

B. DOA estimates using FTLF theory

Since the LF derivation given by FTLFs presented in
the previous section is a constructive approach, it can
be efficiently used for DOA computations for general
nonlinear systems. Using the results from Section III, we
can construct a simple computational algorithm to compute
an estimate for the DOA. This procedure is similar to the
algorithm given in [10], however, using the new results that
we proved in this paper in Theorems 4 and 5, the DOA
estimation algorithm can be presented in a simpler way.
In addition, we augment this algorithm by combining a
numerical approximation based method to find larger DOA
regions. To that end, we will present the algorithm and
also briefly allude to how the DOA estimates compare with
those obtained using direct linearization.

In general, to find a DOA estimate the following
optimization problem needs to be solved for a given
C and a LF W (x),

max
x∈S

∇TW (x)f(x)

s.t. W (x) ≤ C
(28)

The maximum value of C obtained gives us the best estimate
for the DOA. We can see that here the Lyapunov level-set
ΩC = {x ∈ Rn : W (x) ≤ C} represents an estimate for
the DOA. Solving the above optimization problem is hard
for general nonlinear systems [18]. However, as suggested
in [10], we only need to study the feasibility problem of
ensuring W (x) ≤ C while Ẇ is negative. We can use the
constructive LF derivation given in Theorem 5 to greatly
simplify the computations.

From Theorem 4, for a given equilibrium point that

Algorithm 1 Domain of attraction estimation algorithm
1: procedure FIND DOA(systemData, maxCoordinates,

minCoordinates, Cs, tolerance)
2: get equilibrium from systemData
3: for each C in list of Cs do
4: G = createGraph(coordinates, tolerance)
5: create an empty stack S[C]
6: S[C].push(equilibrium)
7: while S is not empty do
8: v = S[C].pop()
9: if v is not labeled as discovered then

10: label v as discovered
11: for edges from v to w in G.adjacentEdges(v) do
12: if Ẇ (systemData) ≤ 0 and W (systemData) ≤ C then
13: S[C].push(w)
14: return S

is KL-stable, we know that there always exists a d such
that the linearization has a global FTLF. We will use this
fact to present a simplified version of the computational
procedure given in [10] to find the DOA estimate. In the
first step, we begin by computing the linearization of the
nonlinear dynamics around the equilibrium point under
consideration. For the linearization, we know that since the
equilibrium point is KL-stable, we have∥∥edA∥∥ < 1. (29)

We know that such a d exists from Theorem 4. We also know
that V (x) = ‖x‖ is the global FTLF for the linearization and
from Theorem 5, we know that we have a LF for (1) given
by

W (x) =

∫ d

0

V (x+ τf(x))dτ. (30)

As the final step, we can either solve the optimization
problem given in equation (28) or we could use a numerical
approximation algorithm to solve the feasibility problem.
The reader is referred to the methods in [23] for expansion
methods that could be augmented to this method to improve
the DOA estimates further. To solve the feasibility problem,
we start with a given value for C and check to see if Ẇ is
negative and proceed in this way until we find the largest
value of C with Ẇ negative. This value for C gives us
the DOA estimate as the Lyapunov level set ΩC around the
equilibrium point considered. Since our goal is to find the
largest C, we can perform a search over the state-space while
ensuring that Ẇ is negative. We present a depth-first search
based algorithm (adapted from [25, p. 93]) that finds the best
DOA estimate for a given nonlinear system in Algorithm 1.

V. TOGGLE SWITCH

A toggle switch is a bistable system that can be engineered
out of synthetic biological parts. Since the first demonstra-
tion of the toggle switch [26] in 2000, there have been
various studies and experiments in the past decade that
involve the use of such dynamics [27]. We will use the
methods given in the previous section to compute an estimate
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Fig. 1. The figure shows analytically computed LFs, W (x), and their derivatives, Ẇ (x), for each asymptotically stable equilibrium point E2 and E3 of
the toggle switch. The LFs are computed by constructing the global FTLF of the linearized dynamics. The LFs are valid locally for each equilibrium in
the d-invariant set corresponding to each equilibrium. Our main result in this paper proves the existence of these FTLFs and the LFs for each KL-stable
equilibrium point. (a): W (x) for E2. (b): W (x) for E3. (c): Ẇ (x) for E2. (d): Ẇ (x) for E3. The simulation parameters are available at [24].

of the domain of attraction of the stable equilibrium points
of the toggle switch dynamics. The system dynamics are
described by two protein species, pT and pL, that repress
each other under the presence of corresponding inducer
molecules. A reduced-order ODE model for this system can
be obtained as shown in [28]:

ṗT =
KbnL

L

bnL
L + pnL

L
− dTpT (31)

ṗL =
KbnT

T

bnT
T + pnT

T
− dLpL (32)

where nT and nL are cooperativity parameters for the re-
pression mechanism [29], bT, bL are corresponding activation
parameters for the Hill functions, and dT, dL are the protein
degradation parameters. It has been shown that this system
displays bistability properties [29] for nT, nL ≥ 2. It has
three equilbirium points out of which two are stable and one

p L

pT

Fig. 2. The domain of attraction estimates obtained using direct lin-
earization based LF construction for the stable equilibrium points (red: E2,
blue: E3). The dashed points denote the d-invariant sets chosen for each
equilibrium point.

is unstable. We can compute the equilibrium points and the
linearization of the dynamics around these points for DOA
estimation. It is important to note that even for this simple
system dynamics, directly solving the optimization (28) is
a hard problem that cannot be solved by standard convex
optimization solvers due to the non-convex nature of the
system dynamics. In contrast, our approach that uses FTLFs
to construct a LF analytically is computationally efficient to
compute non-conservative estimates of the DOA. From the
results in [10], we have an estimate for the d-invariant set
S ⊂ {x ∈ Rn : ‖x‖ ≤ r} using the upper bound on N (as
given in equation 27)

N ≤ dµ(A)2

ζ
. (33)

For a chosen set of parameters [24], we substitute the
values for d, ζ, and µ(A) to obtain the upper bounds on
N for each equilibrium point. Using this bound, for the
equilibrium point E2, we choose r = 0.75 and for E3,
r = 0.425 to get the region for the d-invariant set. The d-
invariant set estimates are show in Fig. 2 alongside the DOA
estimates based on the linearization method (as discussed
in Section IV-A) for comparison. The linearization based
results are conservative estimates since the LF obtained for
the linearization is only valid locally in a small region for the
nonlinear system. Next, we will use the FTLFs developed
for the d-invariant set S and the LF derivation from it as
described in Section IV-B. We choose the FTLF candidate
V (x) = xTPx for each equilibrium point and compute
analytically the expression for the LF W (x) using equa-
tion (14). For this case, we can also compute analytically
the expression for Ẇ (x). The plots for the LF W (x) and its
derivative for each equilibrium point are shown in Fig. 1.
Now, by running Algorithm 1, we obtain the domain of
attraction estimates that are shown in Fig. 3. Observe that
the DOA estimates obtained using our algorithm are non-
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Fig. 3. Comparison of estimates of the domain of attractions for the
two-state toggle switch system. The solid lines are the DOA estimates
using the computational procedure discussed in Section IV-B for each
equilibrium point. The dashed lines are the DOA estimates obtained
by direct linearization. Observe that the boundary of regions for both
equilibrium points intersect at the unstable equilibrium point (marked by ×)
suggesting that bigger estimates using this LF might include the unstable
point and hence would not be correct DOA estimates.

conservative and much better estimates than what we get
using the linearization method.

VI. CONCLUSIONS

Our main result in this paper proved a new alternative
converse theorem for FTLFs in Theorem 4. Using this result,
we stated a consolidated theory for FTLFs in Theorem 5.
The implication of the results is significant in simplifying
the computation of the domain of attraction using FTLFs. In
Theorem 4, we show that given asymptotic stability of the
equilibrium point of a continuous-time nonlinear dynami-
cal system, there exists a global FTLF for the linearized
dynamics. Combining this result with the results in [10]
we developed a constructive approach to compute LFs for
a nonlinear system that can be efficiently used in DOA
computations. We presented a DOA estimation algorithm
for general nonlinear systems that uses the results in this
paper and combines a numerical depth-first search based
algorithm. For a bistable toggle switch dynamics, we demon-
strated our results and showed that our algorithm gives
non-conservative estimates for the domain of attraction that
are much better than the estimates obtained using a direct
linearization based method. For future work on these lines,
it would be interesting to look at how FTLFs can be used
to provide robust stability guarantees by constructing input-
to-state stable FTLFs constructively. Similarly, it would be
interesting to study controller design methods using FTLFs.
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